
Abstract
Manually analyzing traffic is a laborious 

task. Deep learning techniques could help 

speed up this process significantly. In this 

research we compared several detection 

models to assess which model has the best 

accuracy for detecting two-wheelers in 

traffic camera footage. We concluded that 

Faster-RCNN had the best accuracy with 

0.88 mAP & 0.81 F1-score followed by 

YOLOv5s with 0.73 mAP and 0.78 F1-score.

Figure 2. Sample image from our traffic intersection 

dataset.

Figure 3. Data augmentations.
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• More than 10000 cyclists are hospitalized with severe injuries annually in the Netherlands [1].
• Traffic safety analysis is currently performed by a trained expert who must either physically stand near a 

road or sift through hours of video footage manually.
• Deep learning methods could speed up this process significantly.
• External datasets might have missing annotations for certain classes causing models to forget certain 

features during training.
• We constructed an ensemble of models to prevent this.
• Since ensembles are relatively slow, we also constructed a ‘’surrogate’’ model, trained using annotations 

generated by the ensemble. 

Models [2]: 
• YOLOv5s & YOLOv5m
• Faster-RCNN
• Ensemble of YOLOv5s
• Surrogate model

Data Augmentations [3]:
• ChannelShuffle
• HorizontalFlip
• Rotate

Comparing object detection models
• We compared YOLOv5s, YOLOv5m and Faster-RCNN to make 

a substantiated choice on which model to use for creating 
the ensemble and surrogate models.

Ensemble & surrogate learning
• We compared the base models to:

• A fine-tuned YOLOv5s model trained on a combination of 
the specialized external datasets.

• An ensemble of fine-tuned YOLOv5s models.
• A fine-tuned surrogate model pre-trained on the 

combined specialized datasets with annotations 
generated by the ensemble model.
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(External) Datasets:
• Berkley Deep Drive 100k [4]
• Specialized Cyclist Dataset [5]
• MB10000 [6]
• Custom Traffic Intersection Dataset (TID)

• Used for training and testing.

Figure 4. Ensemble pipeline.

• Faster-RCNN is better at detecting two-wheelers in the TID than YOLOv5.
• Creating an ensemble led to worse results.
• The surrogate model performed better than the ensemble but worse than the base models.

Figure 5. Surrogate pipeline.

Model Pre-trained mAP F1-score

Faster-RCNN ImageNet 0.88 0.81

YOLOv5s COCO 0.73 0.78

YOLOv5m COCO 0.72 0.74

Table 1. Comparing object detection models.

Model Pre-trained mAP F1-score

Combined external datasets COCO, BDD100k, SCD & MB10000 0.68 0.76

Ensemble YOLOv5s COCO, BDD100k, SCD & MB10000 0.18 0.51

Surrogate COCO, BDD100k, SCD & MB10000 0.67 0.73

Table 2. Ensemble & surrogate learning

Figure 6. Example of an image with missing 

annotations.

Figure 7. Example of (mostly) correctly generated 

annotations by the ensemble model for an image in the 

MB10000 dataset.

Figure 8. Example of incorrect annotations generated by 

the ensemble model for an image in the BDD100k dataset.

Figure 1. YOLOv5 architecture [7].


